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Proper Citation

SHapley Additive ExPlanations (RRID:SCR_021362)

Resource Information

URL: https://github.com/slundberg/shap

Proper Citation: SHapley Additive ExPlanations (RRID:SCR_021362)

Description: Software tool as unified framework for interpreting predictions of machine 
learning models. Used to explain output of any machine learning model. Connects optimal 
credit allocation with local explanations using classic Shapley values from game theory and 
their related extensions.

Abbreviations: SHAP

Resource Type: software resource

Keywords: Interpretable machine learning, interpreting predictions, machine learning 
models

Funding:

Availability: Free, Available for download, Freely available

Resource Name: SHapley Additive ExPlanations

Resource ID: SCR_021362

License: MIT License

Record Creation Time: 20220129T080355+0000

Record Last Update: 20250420T015117+0000

https://scicrunch.org/scicrunch
https://scicrunch.org/scicrunch/data/record/nlx_144509-1/SCR_021362/resolver
https://github.com/slundberg/shap


Ratings and Alerts

No rating or validation information has been found for SHapley Additive ExPlanations.

No alerts have been found for SHapley Additive ExPlanations.

Data and Source Information

Source:  SciCrunch Registry 

Usage and Citation Metrics

We found 64 mentions in open access literature.

Listed below are recent publications. The full list is available at FDI Lab - SciCrunch.org.
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Wang S, et al. (2024) Academic achievement prediction in higher education through 
interpretable modeling. PloS one, 19(9), e0309838.
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